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Abstract.  This paper attempts to articulate the general role of infrastructure for
multi-agent systems (MAS), and why infrastructure is a particularly critical is-
sue if we are to increase the visibility and impact of multi-agent systems as a
universal technology and solution. Second, it presents my current thinking on
the socio-technical content of the needed infrastructure in four different corners
of the multi-agent systems world: science, education, application, and use.

1   Why MAS Infrastructure is an Issue

MAS have the potential to meet two critical near-term needs accompanying the
widespread adoption of high-speed, mission-critical content-rich, distributed informa-
tion systems. First, they can become a fundamental enabling technology, especially in
situations where mutual interdependencies, dynamic environments, uncertainty, and
sophisticated control play a role. Second, they can provide robust representational
theories and very direct modeling technologies to help us understand large, multi-
participant, multi-perspective aggregates such as social systems, ecologies, and large
information processing systems. Many people inside and outside the MAS community
can now legitimately envision a future in which we clearly understand how informa-
tion and activity of all kinds can be managed by (automated) teams and groups (not
individuals), and in which we naturally and ubiquitously manage it that way: a vision
of "MAS everywhere."

Progress toward systematic scientific principles and robust coordination/interaction
technologies for MAS has been underway for the past thirty years. Though more fully
articulated knowledge is needed, we are on the way toward developing the knowledge
that will eventually give MAS a comprehensible. predictable operational character.
MAS researchers have developed some fairly sophisticated theories and technologies
for multi-agent interaction; coordination; coalition formation; conflict resolution;
dynamic organization and reorganization; network and organization design; fault-
tolerance, survivability, and robustness; multi-agent learning; and real-time multi-
agent behavior. In a theoretical sense, there is much interesting work and many good



results, many of which point the way to more intriguing questions. It is fair to say that
in several of these areas---coordination, teamwork, coalition-formation, dynamic
reorganization, for example---the approaches developed in the multidisciplinary MAS
community are among the most detailed, sophisticated and general that are available.

But from a practical point of view, our understanding is really just beginning. A
number of deep scientific issues (such as managing dynamic heterogeneity [11] and
understanding system-wide pathologies [10]) are very under-explored and have impli-
cations that will only arise clearly when we begin to have widespread, interacting,
fielded MAS. Currently there is a very small number of fielded MAS systems, and in
general there are very few---if any---systems in routine operational use that actively
exploit the most sophisticated MAS theoretical developments such as robust inter-
agent coordination techniques, multi-issue negotiations, dynamic organizational effi-
ciencies, or multi-agent learning.

Moreover, even if the next generation of MAS technical milestones are met and
new capabilities are created by researchers, widespread use of MAS won't occur until
a critical mass of fielded systems, services, and components exists and network ef-
fects take hold to blossom the user population and public interest. The public incen-
tives for widespread attention to and use of analogous technologies such as Web
browsers and cell phones appeared only with the development of a) a stable, reliable,
accessible infrastructures, and b) a critical mass of "content" (e.g., broadly interesting
websites) that compelled potential users. Similarly, until we have a stable, opera-
tional, widely accessible, and low-apparent-cost MAS infrastructure populated with a
critical mass of MAS services and systems that provide value to prospective users,
MAS is likely to languish as a technology with potential, not kinetic, energy.

Another critical impact of the failure to have a variety of fielded MAS is that we
lack practice and experience in building and operating MAS in situ. In virtually every
case of implemented experimental or commercial MAS, the theoretical and techno-
logical frameworks used rely on standard, homogeneous agents and limited, inflexible
standards of interactivity. Each project or application is generally self-contained and
its components can accommodate only a very limited, predictable range of interaction.
In the research community, each group's projects are quite often similarly isolated.
Though there are some widely distributed MAS tools (see e.g., [1]) it is rare that one
group's tools and technologies work with those of others in an integrated way, and
cross-group testing generally doesn't happen. (However, see [15],[18].)

An important exception to this is recent experiments in constructing and using joint
simulation environments and shared physical environment, such as the RoboCup
simulations. Still, under these conditions there is generally still careful centralized
control over interaction possibilities, determined for example by simulator APIs or
controlled physical environments. Also worth mentioning are the newly emerging
infrastructure tools, such as the Nortel FIPA-OS implementation, many attempts at
KQML tools, and many XML frameworks e.g., for e-commerce [20]. It's not yet clear
to what extent these will actually serve to integrate agent behaviors (see e.g.,
[11],[19].) The bottom line is that despite the compelling vision of ubiquitous multi-



agent technology, we simply have hardly any real experience building truly heteroge-
neous, realistically coordinated multi-agent systems that work together, and thus
almost no basis for systematic reflection and analysis of that experience.

Finally, the current prospects for advanced pedagogy in MAS are very weak, espe-
cially in terms of demonstration of MAS and experimentation in MAS behavior and
implementation. How will the MAS communities create pedagogical environments
and tools that will help develop, transfer, and extend the MAS knowledge and skills
to impact widening groups of people? Simply put, there are few if any sharable tools
with serious pedagogical aims.

2   MAS Infrastructure Elements and Attributes

An infrastructure is a technical and social substrate that stabilizes and rapidly en-
ables instrumental (domain-centric, intentional) activity in a given domain. Said an-
other way, (technical) infrastructure solves typical, costly, commonly-accepted com-
munity (technical) problems in systematic and appropriate ways. In this way, infra-
structure allows much greater community attention to unique, domain-specific activi-
ties. As Star and Ruhleder have pointed out [16] infrastructures have the general char-
acter of being: embedded "inside" other structures; transparent (not needing reinven-
tion or re-assembly each time); of wide reach or scope; learned as part of community
membership; linked to conventions and norms of community practice; embodying
standards, shaped by pre-existing installed bases of practice and technology; and
invisible in use yet highly visible upon breakdown. Infrastructure is also an effective
leveling device: it unifies local practices with global ones, both providing coordina-
tion and creating shared knowledge.  For the purposes of this paper, I've divided
spheres of MAS activity into four categories, each of which has different infrastruc-
ture needs---that is to say, the communities in each sphere have different views of
their own "typical, costly, commonly-accepted community technical problems" and
different notions of what are the most "systematic and appropriate" solutions to them.
These four categories are MAS science, MAS education, MAS application, and MAS
use. The most critical infrastructure needs are not the same across these focus areas,
and not all of these area are developing with equal force or speed. (E.g., MAS science
is way ahead of MAS use, and MAS application is somewhat ahead of MAS educa-
tion). Table 1 presents a schematic view of MAS infrastructure elements and charac-
teristics, and their relationship to each of the four MAS spheres. I'll treat each of these
in more detail below.

3   Needed Elements of MAS Infrastructure

Rows of Table 1 show the main elements of MAS infrastructure, categorized into
System Elements, Services, Capabilities, and Attributes. Table 1 shows the relation-
ships of these infrastructure elements to needs in the four different categories of MAS
activity.
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System Elements
Communication Languages E E E N E = Essential
Components (content and processes) E E E E D = Desirable
Comprehensive, Implemented MAS E E E E P = Possibly useful
Design Methodologies D D E N N = Not Critical
Experimental Platforms E E D N
IDEs E D E N
Implementation Frameworks E E E N

Active Services
Certification Services D E E E
Economic Services P E E E
RDD Services E E E E
Security Services D E E E
Specialized Domain Services D D E E

Capabilities
Analysis E D P N
Data Collection E E P P
Experiment Construction E E D N
Information Exchange E E P P
Intentional Failure E D P N
Measurement E E E N
Representation of MAS Concepts/Data E D E D
Simulaton E E D N
Transfer E D E D

Attributes (of Elements/Services/Capabilities
Administrative/Economic Practicality E E E E
Illustrativeness D E P N
Openness E D E P
Packaging D E E E
Progressive Complexity D E E P
Robustness D E E E
Scalability(many dimensions of scalability) E P E E
Sharablility E E D P
Standardization D D D D
Support P D E E
Usability E E E E
Visibility E E P P
Widespread Availability D E E E

Other
Community E E D P
Open Source Projects E E E E
User Groups and Interest Groups D P E E

Table 1
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The two primary categories of infrastructure elements are System Elements and
MAS Services. System Elements are tool-level MAS needs important for actually
constructing MAS. Services, both generic and specialized, refer to active online serv-
ices needed for effective integration of MAS in one or more of the four "spheres."
Capabilities refer to operational capabilities provided by MAS elements or services.
Attributes describe ideal, valuable MAS-relevant characteristics of one or more of the
elements and services. Finally, there are several infrastructure issues that fall outside
this framework. Below, "MAS Infrastructure" is usually abbreviated to "MASI."

3.1  System Elements

Communication Languages: Support for Agent Communication Languages (ACLs)
and  their underlying support bases (e.g. belief knowledgebases for MAS based on
KQML, FIPA, FLBC, etc.).

Components (content and processes): There  should be extensible, easily used librar-
ies of components that provide multi-agent oriented capabilities and tools and there
should be a clear understanding of the relationships between agents, agent comp o-
nents, and implementation technologies such as distributed objects [8].

Comprehensive, Implemented MAS: Complete, operational MAS in particular, useful,
significant domain areas that are available for  experimentation and extension.

Design Methodologies: Systematic engineering methods for the design and construc-
tion of MAS, that increase productivity and integrity of the resulting products.

Experiment Platforms: Simulation and representation frameworks that are specifically
oriented toward systematically experimenting with, developing, and testing multi-
agent concepts, theories, and implementation approaches ([2],[3],[7],[9],

IDEs: Integrated Development Environments specialized for construction, operation
and use of MAS.

Implementation Frameworks: Implementation Frameworks (IFs) are implemented,
sharable architectural templates that can be filled in with specific MAS codes and data
for applications. Examples include some existing agent-building toolkits with multi-
agent capabilities [1]. IFs must capture multi-level models; models of the MAS op-
erational environment and infrastructure (e.g.  hardware models; failure), message
communications; agents and their activities; tasks and problem-level interactions and
dependencies (e.g., GPGP and TAEMS [2],[4]); agent ensembles and their interac-
tions; possibly environmental models, such as physical landscapes or structures (these
are notoriously hard).

The issue of the relative utility of alternative multi-agent architectures is an important
one [14].  The lowest-level implementation frameworks should enforce no fixed agent



architecture beyond message passing, execution, tracing, and some database capabil-
ity. Above this, there should be infrastructural support for a set of multi-level, com-
plex, sophisticated architectural templates to rapidly instantiate agents with specific
architectures, knowledge, and policies, such as BDI agents and blackboard agents.
Actually a variety of such templates is desired, ranging across the following:

-- Simple agents with simple message passing facilities (send-message) and simple,
"flat" (non-hierarchical) reactive or programmatic decision models.

-- Agents with flat structure, some significant communication support such as
structured Agent Communication Languages (ACLs) and simple procedural or
reactive reasoning.

-- Agents with flat structure but some significant communication (e.g. structured
ACLs) and knowledge-based reasoning such as JESS, Prolog, etc.

-- Agents with some significant communication support such as structured ACLs
[6], XML [20], or GPGP [4], and with sophisticated, multi-level, multi-
component reasoning/control architectures such as BDI, sophisticated blackboard
control architectures; reasoning with a variety of time horizons such as organiza-
tion-level and problem-level (e.g. planning) horizons, etc.

3.2  Active Services

Online, continuously running or demand- callable infrastructures or servers with a
growing set of standard agents with general  expertise in various tasks. These would
provide the basis for an ongoing, growing, sharable agent service infrastructure.

Certification Services: Third-party security services that certify the origin or the secu-
rity of an MAS and its components.

Economics Services: Services for charging and managing economic interactions in
MAS.

Resource Description/Discovery (RDD) Services: Services for real-time and non-real-
time  description, offering, and discovery of MAS resources such as active teams;
contracting partners; new markets; etc.  (Also called Matchmaking services
[5],[13],[17].)

Security Services: Services that create and enforce trust, truth-telling, and system
integrity, including protecting property and other rights.

Specialized Domain Services: Specialized MAS services for particular operational
domains that are available on an interactive basis, possibly subject to RDD, certifica-
tion, economic, and security processes.



3.3  Capabilities

Analysis: Ability to effectively make sense of MAS data and information to synthe-
size new principles and to verify known ones.

Data Collection: User-defined probes for gathering data on states and events at level
of:

-- operational infrastructure (e.g., message delivery; agent execution; size of agent
queues)

-- agents (e.g., agent behavior; size/quality of agent database)

-- problem or task (e.g. goal creation, task assignment, goal mix, other " metadata"

Experiment Construction: Large-scale experiments involving large, heterogeneous
MAS in differing local circumstances are very hard to set up, initiate, deploy and run
under varying operational parameters [9]. Tools and support are needed for this, in-
cluding batch modes for multiple runs (e.g., overnight Monte-Carlo simulations).
Support (i.e., tools and languages) for easily specifying and constructing large MAS
models is also needed. "Large MAS models" means large (100 to 100,000) ensembles
of possibly sophisticated, possibly simple heterogeneous agents with heterogeneous
relationships and connections, to significant collections of information and knowledge
content, possibly via external content-bases. This is necessary to start and run experi-
ments of realistic and interesting scale and scope.

Information Exchange: Open exchange of MAS information through written articles
and reports; direct contact, and open availability of core materials such as source code

Intentional Failure: Intentional failure of agents must be supported for experimental
purposes, Other failures that should be modeled and simulated include failure of in-
frastructure (e.g., communications) and communication delays.

Measurement: The ability to operationalize, capture, and measure aspects of MAS
performance at a number of levels.

Representation of MAS Concepts/Data: Easy capture and representation of MAS
concepts and data, e.g., teams and groups; distributed knowledge; distributed inter-
pretation.

Simulation: The ability to run controlled (repeatable) simulations and to gather a wide
variety of data from them is critical. To avoid behavioral artifacts of synchronous
simulation, controlled randomization of individual agent actions and agent interac-
tions, and explicit agent execution ordering are also necessary. These should incorpo-
rate MVC (model-view-controller) paradigms for realtime control/influence and ob-
servation of simulations. Serious multi-agent simulations trade off capability and



complexity: large-grained agent architectures with sophisticated control reasoning use
large amounts of simulation resources, and cry out for distributed approaches. How-
ever, distributed simulation techniques are very complicated, the moreso in conditions
where inter-agent dependencies are emergent and not definable until runtime [9].

Transfer:  Ability to transfer MAS and MAS components/elements to entirely new
operating and community substrates with no loss of functionality.  Ability to "unplug"
agents and attach them to other systems or environments with simple runtime support
or wrappers. This includes technology transfer of MAS infrastructure ideas.

3.4  Attributes of Elements/Services/Capabilities

Administrative/Economic Practicality: Good fit between resource needs and adminis-
trative requirements of the MAS and availability of same in the community of partic i-
pants [12].

Illustrativeness: The ability to use the MAS to illustrate a principle or phenomenon by
controlling its operating parameters and/or its execution process, and by offering
support for visualizing or otherwise communicating results meaningfully. The ability
to capture pictures and data streams for analysis and for papers and articles is also
useful.

Openness: The ability to incorporate agents  that are heterogeneous on many dimen-
sions  (architecture, resource used; interactivity;  scale), possibly except for minimal
'wrapper',  protocol, or API technology.

Packaging: Available as a complete self-contained package with supporting docu-
mentation and needed resources [12].

Progressive Complexity: The ability to progressively increase or decrease some as-
pect of the complexity of the MAS or its tasks or environments. This is useful for
experimentation (variance), pedagogy (showing effects of increasing/decreasing com-
plexity), and application development (prototyping, robustness testing). A collection
of progressively more complex pedagogical agents and agent ensembles that illustrate
important principles in MAS would be very useful. Ideally there would be some
agents in such a collection that would be component-based, and for which comp o-
nents would be incrementally aggregatable. Thus students and teachers could explore
alternative architectures and differentially complex agents, and could easily experi-
ment with how added capabilities give added sophistication in multi-agent behavior.

Robustness: Continued operation of the MAS  over a wide range of operating condi-
tions and  environments; Failure-tolerance and soft (progressive rather than precipi-
tous) failure.

Scalablility (many dimensions of scalability): In terms of support for numbers of
agents, MASI elements should support a range of from one or two agents to at least a



hundred thousand. In the MASI Science realm, this is in part because the study of
emergent large scale phenomena may require orders of magnitude different scale to
exhibit the changes in phenomena.

Sharability: For community use, the MASI needs to be easily usable, easily compre-
hensible, and easily implementable/runnable in a variety of settings. It also must be
sharable administratively.

Standardization: Conforming to community-wide standards for some dimension(s) of
operation or interaction; Common, widely-used programming and agent-building
languages such as Java. In many (but certainly not all) cases, MAS infrastructure will
benefit from standardization of components, architectures, languages, interfaces, etc.
[6]. Managing heterogeneity is an active area of MAS research [11], and we should be
sensitive to alternatives to standardization that can provide both robustness and adapt-
ability in addition to integration and sharability.

Support: Existence of some party responsible for extensions, modifications, upgrades ;
responsive to changes in its own infrastructure [12].

Usability: A high degree of correspondence between the skills, knowledge, resources,
and organizational context of users and those required for effective use of the MAS.

Visibility: The ability for builders and/or users to access and to visualize internal
dimensions, processes, interactions, and architectures of MAS in meaningful ways.

Widespread Availability: The degree of accessibility to and usability by a wide range
of MAS participants and communities, including shared ownership, open source ac-
cess, free modification/extension, Ease of location, retrieval, setup, and operation.

3.5  Other

Community: Thriving, communicative, responsive community ("community of prac-
tice") surrounding MAS.

Open Source Projects: MAS projects with protected free availability; open rights to
modify, and complete representations (e.g., source code and documentation).

User Groups and Interest Groups: Communities of users and participants who ac-
tively share resources and knowledge to refine mutual understanding of MAS issues
and to solve problems are actually infrastructure.

4   Conclusions

A vision of "MAS everywhere" means being strategic about infrastructure. Infra-
structure needs for MAS are not uniform, and there are several constituent MAS



communities that are important for progress in research, development, and applica-
tion. Infrastructure is much more than specific abilities for standardized communica-
tion and resource discovery, and principles from other successful technologies should
be investigated and used for inspiration in the MAS case.
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